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Abstract—The distribution function of a linear combination of independent central chi-square random variables is obtained in a straightforward manner by inverting the moment generating function. The distribution is expressed as an infinite gamma series whose terms can be computed efficiently to a sufficient degree of accuracy.

1. INTRODUCTION

We are concerned with the computation of the distribution function of a finite linear combination of independent central chi-square random variables. Let \( c=(c_1, \ldots, c_p)^t \) be a vector of real non-zero constants and \( n=(n_1, \ldots, n_p)^t \) be a vector of integers such that \( n_i \geq 1 \), \( i=1, \ldots, p \). The random variable of interest is \( Q(c, n) \) where

\[
Q(c, n) = \sum_{i=1}^{p} c_i \chi^2(n_i)
\]

(1.1)

where \( \chi^2(n_i), i=1, \ldots, p \) are independent chi-square random variables with \( n_i \) degrees of freedom.

The distribution of \( Q = Q(c, n) \) is important in a variety of problems in statistical inference and applied probability. A survey of applications is found in Jensen and Solomon [4].

Exact series representations for the distribution of \( Q \) are found in Ruben [9], Kotz et al. [5] and in Mathai [6]. The use of these representations for computational purposes thus far has been limited to small values of \( p \); for large values the computations tend to become unfeasible. Alternative computational methods include numerical inversion of the characteristic function of \( Q \), Imhof [3] and Rice [8]; a differential equation approach, Davis [1]; various moments-based approximations reviewed in Solomon and Stephens [10], and most recently the method of negative binomial mixtures, Oman and Zacks [7].

Oman and Zacks [7] point out that all methods available in the literature either demand lengthy computations or are insufficiently accurate while their method reduces the amount of computation and produces sufficiently accurate results. Indeed, their numerical comparisons indicate that the percentiles of \( Q \) computed by their method are the most accurate as compared with Imhof's exact percentiles.

In this paper we present yet another method for computing the distribution function of \( Q \) which is computationally very efficient, better or at least as accurate as the mixture method and easily programmed.

2. THE EXACT DENSITY AND DISTRIBUTION FUNCTION OF \( Q \)

By inverting the moment generating function \( M(t) \) of \( Q \) we will obtain the distribution function of \( Q \) as an infinite series of incomplete gamma integrals. It is well known that

\[
M(t) = \prod_{i=1}^{p} (1-2c_it)^{-m_i}, \quad m_i = n_i/2.
\]

(2.1)
The following identity is reported in Mathai [6],

\[ 1 - 2c_it = (1 - 2c_it)(c_it/c_i)[1 - (1 - c_i/c_i)/(1 - 2c_it)] \]

from which, for \(|(1 - c_i/c_i)/(1 - 2c_it)| < 1\) and \(i = 2, \ldots, p\) we obtain the following asymptotic expansion where \((m)_b = 1, (m)_b = m(m + 1) \cdots (m + r - 1),\)

\[ (1 - 2c_it)^{-m} = (c_i/c_i)^{m_i} \sum_{l=0}^{\infty} \frac{(m)_l}{l!} (1 - c_i/c_i)^l(1 - 2c_it)^{-l(m_i + l)}. \tag{2.2} \]

A sufficient condition for this expansion to be valid is that \(t < \min (1/2c_i)\). For convenience we let

\[ b_i = (c_i/c_i)^{m_i} \text{ and } A(c_i, r) = (m_i)_r(1 - c_i/c_i)^r/r!. \] \tag{2.3} \]

On multiplying the \(p - 1\) series in (2.2), we obtain \(M(t)\) as an infinite series in \((1 - 2c_it)^{-1}\), i.e.

\[ M'(t) = \left( \sum_{i=2}^{p} b_i \right) \sum_{j=0}^{\infty} a_j (1 - 2c_it)^{-j(s+j)}, \quad s = \sum_{i=1}^{p} m_i \tag{2.4} \]

where the \(a_j\)'s satisfy the relation

\[ \prod_{i=2}^{p} \left[ \sum_{j=0}^{\infty} A(c_i, r)x^{-r} \right] = \sum_{j=0}^{\infty} a_j x^{-j}, \]

and as such are easily computed recursively from the following numerically stable formulae.

\[ a_j = A^{(j)}, A^{(j)} = \sum_{k=0}^{j} A^{(j-k)} A(c_i, j-k), \tag{2.5} \]

where \(i = 3, 4, \ldots, p, j = 0, 1, 2, \ldots\), and for \(r = 0, 1, 2, \ldots\),

\[ A^{(r)} = A(c_i, r) \quad (\text{see (2.3)}). \]

We now invert (2.4) term-by-term. Since the density corresponding to the factor \((1 - 2c_it)^{-j(s+j)}\) is the gamma density \(g_j(y)\) where

\[ g_j(y) = y^{j+1}e^{-y/(2c_i)}(2c_i)^{j+1}/T(s+j), \]

the distribution function \(F(w) = \Pr(Q \leq w)\) is

\[ F(w) = \left( \prod_{i=2}^{p} b_i \right) \sum_{j=0}^{\infty} a_j \int_{0}^{w} g_j(y)dy \tag{2.6} \]

where the \(a_j\)'s are very efficiently computed from (2.5). Thus, (2.6) is easily used for computational purposes, since there are a number of accurate routines available for the computation of the incomplete gamma function.

3. NUMERICAL COMPARISONS

The accuracy of the representation (2.6) was numerically evaluated by comparing probabilities and percentiles of the distribution of \(Q\) to their exact values. Exact percentiles of \(Q\) corresponding to the probabilities and the cases (combinations of \(c_i\)'s and \(n_i\)'s) of Table 1, are reported in Oman and Zacks [7] and other articles. These percentiles are denoted by \(I\), the ones
Table 1. Percentage points using Imhof's method (I), mixture method (M) and (2.6) (Q).

<table>
<thead>
<tr>
<th>c (n)</th>
<th>c (n)</th>
<th>Method</th>
<th>0.01</th>
<th>0.025</th>
<th>0.05</th>
<th>0.10</th>
<th>0.90</th>
<th>0.95</th>
<th>0.975</th>
<th>0.99</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3(2) + 0.1(1)</td>
<td>0.1(1)</td>
<td>I</td>
<td>0.146</td>
<td>0.167</td>
<td>0.224</td>
<td>0.365</td>
<td>1.902</td>
<td>2.332</td>
<td>2.757</td>
<td>3.214</td>
</tr>
<tr>
<td></td>
<td></td>
<td>M</td>
<td>0.116</td>
<td>0.167</td>
<td>0.224</td>
<td>0.269</td>
<td>1.702</td>
<td>2.333</td>
<td>2.757</td>
<td>3.143</td>
</tr>
<tr>
<td>0.4(1) + 0.3(1) + 0.15(1)</td>
<td>0.05(1)</td>
<td>I</td>
<td>0.194</td>
<td>0.151</td>
<td>0.263</td>
<td>0.328</td>
<td>1.770</td>
<td>2.464</td>
<td>2.861</td>
<td>3.424</td>
</tr>
<tr>
<td></td>
<td></td>
<td>M</td>
<td>0.194</td>
<td>0.150</td>
<td>0.263</td>
<td>0.269</td>
<td>1.770</td>
<td>2.464</td>
<td>2.861</td>
<td>3.424</td>
</tr>
<tr>
<td>0.4(1) + 0.25(1) + 0.15(1) + 0.05(1)</td>
<td>I</td>
<td>0.194</td>
<td>0.151</td>
<td>0.263</td>
<td>0.328</td>
<td>1.770</td>
<td>2.464</td>
<td>2.861</td>
<td>3.424</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>M</td>
<td>0.194</td>
<td>0.151</td>
<td>0.263</td>
<td>0.269</td>
<td>1.770</td>
<td>2.464</td>
<td>2.861</td>
<td>3.424</td>
</tr>
<tr>
<td>0.4(1) + 0.2(1) + 0.1(1) + 0.05(2)</td>
<td>I</td>
<td>0.194</td>
<td>0.151</td>
<td>0.263</td>
<td>0.328</td>
<td>1.770</td>
<td>2.464</td>
<td>2.861</td>
<td>3.424</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>M</td>
<td>0.194</td>
<td>0.151</td>
<td>0.263</td>
<td>0.269</td>
<td>1.770</td>
<td>2.464</td>
<td>2.861</td>
<td>3.424</td>
</tr>
<tr>
<td>0.5(1) + 0.2(1) + 0.1(2) + 0.05(2)</td>
<td>I</td>
<td>0.194</td>
<td>0.151</td>
<td>0.263</td>
<td>0.328</td>
<td>1.770</td>
<td>2.464</td>
<td>2.861</td>
<td>3.424</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>M</td>
<td>0.194</td>
<td>0.151</td>
<td>0.263</td>
<td>0.269</td>
<td>1.770</td>
<td>2.464</td>
<td>2.861</td>
<td>3.424</td>
</tr>
<tr>
<td>0.4(1) + 0.2(1) + 0.1(1) + 0.05(4)</td>
<td>I</td>
<td>0.194</td>
<td>0.151</td>
<td>0.263</td>
<td>0.328</td>
<td>1.770</td>
<td>2.464</td>
<td>2.861</td>
<td>3.424</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>M</td>
<td>0.194</td>
<td>0.151</td>
<td>0.263</td>
<td>0.269</td>
<td>1.770</td>
<td>2.464</td>
<td>2.861</td>
<td>3.424</td>
</tr>
<tr>
<td>0.4(1) + 0.2(1) + 0.1(1) + 0.05(2)</td>
<td>I</td>
<td>0.194</td>
<td>0.151</td>
<td>0.263</td>
<td>0.328</td>
<td>1.770</td>
<td>2.464</td>
<td>2.861</td>
<td>3.424</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>M</td>
<td>0.194</td>
<td>0.151</td>
<td>0.263</td>
<td>0.269</td>
<td>1.770</td>
<td>2.464</td>
<td>2.861</td>
<td>3.424</td>
</tr>
<tr>
<td>0.4(1) + 0.2(1) + 0.1(2) + 0.05(4)</td>
<td>I</td>
<td>0.194</td>
<td>0.151</td>
<td>0.263</td>
<td>0.328</td>
<td>1.770</td>
<td>2.464</td>
<td>2.861</td>
<td>3.424</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>M</td>
<td>0.194</td>
<td>0.151</td>
<td>0.263</td>
<td>0.269</td>
<td>1.770</td>
<td>2.464</td>
<td>2.861</td>
<td>3.424</td>
</tr>
<tr>
<td>0.4(1) + 0.2(1) + 0.1(1) + 0.05(7)</td>
<td>I</td>
<td>0.194</td>
<td>0.151</td>
<td>0.263</td>
<td>0.328</td>
<td>1.770</td>
<td>2.464</td>
<td>2.861</td>
<td>3.424</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>M</td>
<td>0.194</td>
<td>0.151</td>
<td>0.263</td>
<td>0.269</td>
<td>1.770</td>
<td>2.464</td>
<td>2.861</td>
<td>3.424</td>
</tr>
<tr>
<td>0.4(1) + 0.2(1) + 0.1(1) + 0.05(5)</td>
<td>I</td>
<td>0.194</td>
<td>0.151</td>
<td>0.263</td>
<td>0.328</td>
<td>1.770</td>
<td>2.464</td>
<td>2.861</td>
<td>3.424</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>M</td>
<td>0.194</td>
<td>0.151</td>
<td>0.263</td>
<td>0.269</td>
<td>1.770</td>
<td>2.464</td>
<td>2.861</td>
<td>3.424</td>
</tr>
</tbody>
</table>

The distribution function of a linear combination of chi-squares is derived by the mixture method of Oman and Zacks by M and ours by Q. As the table indicates Q is closer to I than M is. Our percentiles were computed by fitting a quadratic curve to (2.6) and then computing the inverse function at the indicated probability. We should point out that our method is more appropriate for the computation of probabilities rather than percentiles. The probabilities corresponding to the I-entries of Table 1 are easily obtained using (2.6) and the errors occur in the fifth decimal place.

The integral in (2.6) was evaluated using the IMSL routine MDGAM on an IBM 4341 computer at the University of Texas at Dallas. The number of terms used in (2.6) varied from about 30 (in the lower percentiles) to about 40 (in the upper percentiles), however, the CPU time was absolutely negligible due to the stability of (2.5). The Fortran code is available from the authors upon request.
REFERENCES


