
Chapter Four: Systems of Linear Equations and Matrices 

 

4.1 Systems of Two Equations in Two Unknowns 

Definition ς A linear equation in two unknowns is an equation that can be written in the form 

ax by c+ =with a, b, and c being real numbers. The numbers a and b are called coefficients of their 

respective variables. A solution of an equation consists of a pair or numbers that when substituted for x 

and y yield a true equation. 

Graphical Method ς To solve a system of two equations in two unknowns we can first solve each 

equation for y and then graph them. The point of intersection will be the solution to the system. 

Graphing by hand does not always yield an accurate result however, and technology is the preferred 

graphing method. 

Algebraic Method ς Multiply each equation by a nonzero number so that the coefficients of x are the 

same value with opposite signs. Add the two equations to eliminate x; this gives an equation only in y 

that we can solve to find the value of y. Substitute this value back into one of the original equations to 

find the corresponding x. (Note: You could begin by eliminating y and solving for x first.) 

Possible Outcomes for a System of Two Linear Equations in Two Unknowns: 

1. A single (unique) solution. This happens when the lines corresponding to the two equations 

are distinct and not parallel so that they intersect at a single point. This is called a consistent, 

independent solution. 

2. No solution. This happens when the two lines are parallel. We say that the system is 

inconsistent. 

3. An infinite number of solutions. This occurs when the two equations represent the same 

straight line, and we say that such a system is redundant, or dependent. In this case, we can 

represent the solutions by choosing one variable arbitrarily and solving for the other. 

 

Examples: Find all solutions of the given systems. 
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