
4.2 Using Matrices to Solve Systems of Equations 

Definition – A linear equation in the n variables 1 2, ,..., nx x x has the form 

 1 1 2 2 ... n na x a x a x b     

The numbers ia are called the coefficients, and the number b is called the constant term, or right-hand 

side. 

Definition – A matrix is a rectangular array of numbers. The augmented matrix of a system of linear 

equations is the matrix whose rows are the coefficients rows of the equations. 

Example: The augmented matrix of the system 
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This allows us to take the variables out of the process. We will always have our equations line up 

appropriately, so each column represents a specific variable. Just as we had an algebraic way of solving a 

system, we have a way of solving a matrix. 

Elementary Row Operations: 

 1. We can multiply or divide an entire row by any nonzero number. 

 2. We can multiply a row by a nonzero number and add or subtract a multiple of another row. 

 3. We can switch the order of the rows. 

Fact – Gauss-Jordan row reduction uses these operations to arrive at a matrix in reduced-row echelon 

form where we have 1’s on the diagonals, 0’s elsewhere and constants in the far right column. 

If you would like to learn more about matrices, you should take a class in matrix algebra. Here at UTEP 

that would be Math 3323. Instead of using matrices, we will use the same idea and take an organized 

approach to solving these “harder” systems. 

Examples: Use G-J row reduction to solve the given systems. 

 1. 
4

2

x y

x y

 


 
  

 

 



 2. 

2 3 1

3 1

2 2

x y

y
x

 


   


  

 

 

 

 

 

 

 3. 

2 0

2 0

2 4

x y z

x y z

x z

   

   
  

 

 

 

  



 4. 

1
0

2

1 1
1

2 2

3 2

x y

x z

x y z


 




  


   



 

 


