flx)=0

f(x) = Ti(x) = fan) + f'(2n) (€ — 20) = 0
x = xn = f(zn)/ [ (2n)

Newton’s method:

Tny1 = Tp — f(20)/f (1)



General fixed-point theory:

Tni1 = g(x,), where r = g(r) is root of f(r) =0:

T =1 = g(xn) —g(r) = [g(r) + g' () (20 — )] = g(r)
ent1 =g (V)en & g'(r)en

Thus if |¢/(r)| < 1, iteration converges for sufficiently good initial guess.
If ¢’'(r) = 0, then we have ”quadratic” convergence:

Tns1 =1 = g(zn) = g(r) = [g(r) +¢'(")(@n = 1) + 539" () (0 — 1) = 9(r)

eni1 = 39" (V)€ = 59" (r)e,



General theory applied to Newton’s method:

W
g(x) = ()
N 1 D@ @)@ @) f@)f (@)
g'(z) =1 HGE = Ty
iy _ PR @) @) @)= f ) f (@)2f () ()
g (:C) - f’($)4

So, assuming f’(r) # 0, that is, assuming r is not a multiple root,

g(r)=0,9"(r) = J}/,/((:)) and Newton’s method converges quadratically:

2 _ 1)

~ L1 1 1 2
ent1 = 39" (r)e; = 5 70 En

If r is a root of multiplicity m, ie, f(z) = (x — r)™q(z), where ¢(r) # 0
then:

oy (=r)"(z)
9(%) = T = Gyt mte )

and

N 1 () i q(z) /
g (ZL’) =1 (x—7)¢’ (z)+mq(z) (:C T)[(x—r)q’(meq(w)]

/ 1 _ q(r) __ _
g(r)=1 gy = 1 1/m

So Newton’s method still converges, but only linearly.



To calculate ”experimental” order of convergence, we assume:




